Influence of Human-Computer Interface Elements on Performance of Teleoperated Mobile Robot
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Abstract—Mobile robots are becoming ubiquitous, with applications which usually include a degree of autonomy. However, due to uncertain and dynamic nature of operational environment, algorithms for autonomous operation might fail. In order to assist the robot, the human operator might need to take control over the robot from remote location. In order to efficiently and safely teleoperate the robot, the operator has to have high degree of situational awareness. This can be achieved with appropriate human-computer interface (HCI), so that the remote environment model constructed with sensor data is presented at appropriate time, and that robot commands can be issued intuitively and easily. In the research, influence of HCI elements on performance of teleoperated mobile robot was studied for several tasks and with several HCI setups. The user study was performed, in which accuracy and speed of completion of given tasks were measured on a real robot. Statistical analysis was performed in order to identify possible setup dependencies. It showed that, in majority of analysed cases and based on introduced metrics, there is no significant difference between the setups, and between the visual control and teleoperation. Finally, conclusions were drawn with emphasis on benefits of information technology in particular case.

I. INTRODUCTION

Mobile robots are becoming more popular for various applications in everyday life [1], [2], [3]. The robots usually have a certain degree of autonomy while performing their tasks. However, occasionally it is necessary that the operator takes control over the robot, usually from remote location, either because robot’s algorithms for autonomous operation failed or in order to complete a task that robot cannot complete during autonomous operation.

For efficient teleoperation of the robot, the operator must be well aware of robot’s state and state of its environment. This is often referred to as situational awareness [4]. Situational awareness is understanding of the conditions of dynamic environment and is defined as "The perception of the elements in the environment within a volume of time and space, the comprehension of their meaning, and the projection of their status in the near future." [5]. When interacting with a robot, it is also required that the operator is aware of the consequences of the robot’s actions both for the robot and for the operational environment. Hence, high degree of situational awareness is of great importance because it is a prerequisite for the efficient and safe teleoperation. This in turn can be achieved with appropriate and efficient design of HCI which should present all necessary information about the robot, its state and the state of the environment. The interface should be designed in a way that it offloads some of the workload from the operator and makes robot control easy and intuitive.

For the purpose of this research, safe navigation is defined as one with minimal (preferably zero) collisions with objects from the robot’s operational environment. This is not always a trivial task due to dynamic and uncertain nature of the robot’s environment, which is made more difficult by implementation of teleoperation control. Given only live video information from a camera mounted on the robot, operator is usually not sufficiently aware of the state of the robot’s environment, especially robot’s distance to obstacles (lack of depth perception), and possible nearby obstacles (camera’s limited field-of-view). Therefore, some additional data must be provided to improve the operator’s awareness. This can be achieved by using different sensing modalities like infrared, ultrasound or laser-based proximity sensors, RGB-D cameras, panospheric cameras, or usage of multiple cameras mounted on the robot. Additional information that is often included in navigation tasks, which provides limited amount of data, is the environment map. It can be a helpful aid, since the operator may determine robot’s pose within environment at any time during navigation, as well as provide approximate information about proximity of (static) obstacles, and can be used as a reference.

The manner in which information from sensing devices is presented to the operator also affects performance of teleoperation [6]. Graphical interfaces containing multiple information fused in one frame (a form of augmented reality) were shown to be more efficient than arrangement when they were presented in multiple frames, side-by-side. Additional element that can influence operator’s performance in teleoperation tasks is choice of HCI, which is considered as means for communication and interaction between the human and computer [7]. Choosing efficient HCI is a challenging task and may not be unique for different operators, because it may depend on operators’ level of training [8]. Studies showed that virtual reality (VR) approach to teleoperation of robots is possible as a way to enhance both display and situation awareness [9]. Additional benefit of virtual reality is that safe training of operator in teleoperation can be achieved.

Another important variable that needs to be addressed is time (network) delay. It is well known that teleoperation is affected by latency, that may have a significant impact on
teleoperation performance [10]. High time delay can make teleoperation impossible regardless of quality of HCI, while variable time delay (which is frequent in practical applications) can contribute further to degradation of performance in teleoperation. The sources of delay are various, and include both network delays and processing and sensing delays. The impact of time delay on teleoperation performance is not studied in this paper, but is only recorded and reported. This means that it changed freely, but due to dedicated network equipment used in the experiment is kept as low as possible.

Teleoperation of a mobile robots has been extensively studied topic and various and innovative approaches have been proposed recently. In [11], various aspects of newly proposed ecological 3D interfaces are compared to traditional 2D interfaces, while in [12] different control interfaces (including virtual reality based ones) are compared in order to assess impact on operator’s performance. In [13], a haptic interface is proposed for teleoperation of mobile robots. However, to our best knowledge, majority of research on teleoperation was done in simulations [6], [11], [10]. In the paper we present a study of teleoperation that was performed on a real mobile robot, and draw conclusions based on it.

The rest of the paper is structured as follows. In Section 2 experimental design and setup are explained and used analysis tools are briefly presented. Section 3 presents obtained results as well as associated discussion, while in Section 4 conclusions are drawn and possible future research directions discussed.

II. MATERIALS AND METHODS

A. Experimental Design

The experiment was designed as a between-subject user study where each participant had to complete set of four tasks using one of four setup designs. One variable was input method which had two levels: gamepad (joystick) and steering wheel. Second variable was graphical interface elements, again with two levels: with and without depth information. This resulted in 2x2 design setup. Besides depth information, both graphical interfaces included live video from robot-mounted camera and map of the location with robot model localized within it.

The user study was performed with 32 test subjects, 8 in each of four setups: gamepad + GUI (Graphical User Interface) without depth, gamepad + GUI with depth, steering wheel + GUI without depth and steering wheel + GUI with depth. Participants were all volunteers recruited from Faculty staff and students which gave informed consent for participation in the study. Summary of participants’ demographics are presented in Table I.

The communication between the robot and the PC on which experiment was conducted was based on dedicated IEEE 802.11n wireless network. On robot’s side, Asus RT-N12+ wireless router was used, while on PC side, running Ubuntu 16.04 and ROS Kinetic, TP-Link TP-WN722N USB wireless antenna was used. This setup ensured robot range of about 25 m radius (in non-ideal, out-of-line-of-sight conditions). The setup is depicted in Fig. 1. Robot’s base ROS node (used for robot control) and Kinect driver for capturing both live camera and depth data were running on robot’s laptop, while control interface driver, map (localization) and depth information interpreter (if used) were running on a PC.

The map of the environment (Fig. 2) in which the experiments were conducted was also provided to the test subjects, with robot’s location visible on it in the real time. The map itself was built prior to the experiments using LIDAR sensor mounted on another (in-house built) robot and ROS package gmapping, which is based on [15]. More advanced robot was used for mapping due to better odometry and depth sensors, which resulted in more precise environment map.

The experiments were performed using Turtlebot 2, differential drive mobile robot, depicted in Fig. 1. Developed software support was based on Robot Operating System (ROS) [14]. The robot was equipped with a laptop, running Ubuntu 14.04 with ROS Indigo (which was used as a ROS master), live camera and 3D Kinect sensor with 640 px × 480 px resolution and 30 fps for both camera and depth streams.

![Fig. 1. An overview of Turtlebot 2 robot used in the experiments](image-url)

<table>
<thead>
<tr>
<th>Setup</th>
<th>No.</th>
<th>F/M</th>
<th>Age [years]</th>
<th>μ</th>
<th>σ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gamepad + GUI without depth</td>
<td>8</td>
<td>5/3</td>
<td>30.63</td>
<td>5.04</td>
<td></td>
</tr>
<tr>
<td>Gamepad + GUI with depth</td>
<td>2/6</td>
<td></td>
<td>31.63</td>
<td>6.23</td>
<td></td>
</tr>
<tr>
<td>Wheel + GUI without depth</td>
<td>8</td>
<td>1/7</td>
<td>33.13</td>
<td>10.08</td>
<td></td>
</tr>
<tr>
<td>Wheel + GUI with depth</td>
<td>8</td>
<td>4/4</td>
<td>32.38</td>
<td>6.28</td>
<td></td>
</tr>
<tr>
<td>OVERALL</td>
<td>32</td>
<td>12/18</td>
<td>31.94</td>
<td>6.87</td>
<td></td>
</tr>
</tbody>
</table>

TABLE I

Participants’ demographic data (F)emale and (M)ale.
Fig. 2. Map of the entire experimental environment. Please note areas used for particular task. Tasks T1 and T2 were conducted in the green marked area, T3 in the red marked area, and T4 in the blue marked area.

![Control Interfaces](image1)

1) **Control Interfaces:** All control interfaces used in the experiment were programmed so that the operator could use holonomic or differential control mode and could easily switch between them (if needed). Also, all interfaces have keys for both smooth and emergency stop. Control interfaces that were used in the experiment were MS Industrial Console 6in1 wireless gamepad which communicates on 2.4 GHz frequency with 6 m range, and Trust GXT 570 gaming steering wheel (which was used without floor pedals).

Both control interfaces (gamepad and steering wheel) used the same command interpreter that generated robot’s velocity commands based on input commands given by the test subject. The maximum velocity of the robot was set to 0.45 m/s for linear motion and 1 rad/s for angular motion, with constraint that the velocity of each robot wheel cannot exceed 0.5 m/s in case of combined linear and angular motion. This configuration enabled cornering while driving at maximum allowed linear velocity.

2) **Graphical User Interface:** The intuitive and efficient GUI is one of the key factors for efficient and safe navigation of the robot from remote location. Our aim was to assess if performance of the operator improved when (s)he was presented with depth information as opposed to only being presented with camera (2D) information. Depth information from Kinect sensor was overlaid on top of the live image from camera, reducing number of windows which test subject had to observe. Depth information was provided in a form of three transparent green arrows: one pointing directly forward and two at 25 degree angles to the left and to the right from central arrow (see Fig. 4). The length of the arrows was proportional to the distance to the nearest obstacle in direction of the particular arrow. Additionally, over each arrow a number representing distance in meters was added so to provide full information with minimal effort of the operator. In cases when obstacle distance was out of the range of sensing device, the arrow turned red and in that case last good measurement distance was displayed. Please note that this type of interface can easily be upgraded with additional arrows covering wider field of view since Kinect 1.0 has 57° horizontal field of view and angular resolution of 0.09°.

3) **Operator tasks:** The operators, regardless of used design setup, had to complete four tasks. In the first two tasks, the operators had to guide the robot to a desired position and orientation as accurately and as fast as possible (without emphasising either), both visually, without any feedback from the robot (T1), and in teleoperation mode (T2). The starting point, as well as desired position and orientation were the same in both tasks, and were marked on the floor. While teleoperating the robot, the test subjects could not see or hear the robot due to physical barriers (cardboard screen) and the fact they wore earmuffs. Time of completion, distance between desired and actual position (in direction of x and y axes) and orientation (angle) were measured, and number of collisions was counted (if any). It should be noted that there were no obstacles in the direct path of the robot (from start to goal position) but there were obstacles outside it, and some of the subjects collided.
Fig. 5. Example of comparison of motion trajectories obtained using visual and teleoperation conditions for two test subjects.

Fig. 6. Example of labels used for search and rescue task and their location on the map (marked in red and blue along with their locations on the map).

with them while trying to position the robot more accurately. Example of resulting robot motion trajectories can be seen in Fig. 5 for two test subjects for tasks T1 and T2.

Another, more challenging, steering task in teleoperation mode (T3) was also performed. The goal of this task was the same as previous one, i.e. to steer the robot to given position and orientation as accurately and as fast as possible, but this time the route the operator had to take was significantly longer than in previous tasks (please see Fig. 2). Time of completion, distance between desired and actual position (in direction of $x$ and $y$ axes), and orientation (angle) were measured, as well as number of collisions.

The final task was a simulation of a simple search and rescue mission (T4) where the goal was to find as many objects as possible in a dislocated environment in a limited time frame of five minutes. In the experiment ten white labels (examples shown in Fig. 6) with unique random three-digit codes were printed in different font sizes (from 20 pt to 200 pt) and were attached to objects of interest that the test subjects had to find. Test subjects had to identify the codes. The labels were positioned so that they were concealed and that they were visible only from some (relatively) small part of the environment. This in turn resulted in the requirement that the operator had to steer the robot around the environment to a specific position and orientation to be able to identify it (just like trying to find victims in urban search and rescue operation). The time of completion of the task was measured (in case test subject successfully found all the objects before time limit), number of collisions, as well as number of identified labels (and which ones).

Tasks T1, T2, T3, and T4 were given to each test subject in predefined random order, so to compensate for possible learning effects.

B. Statistics

1) Two-Sample Student’s t-test: This test was used to test the null hypothesis that means and variances of two population samples are equal.

2) Kruskal-Wallis test: This test is a non-parametric test which aims to determine if medians of multiple groups are different (similar to ANOVA but without underlying assumptions). In case of our experiments, these groups are experiment setups. The null hypothesis for Kruskal-Wallis test is that population medians are equal. Rejecting the null hypothesis provides the information that there is significant difference between the populations, but will not indicate which ones are different and thus post-hoc testing needs to be performed (Tukey Honestly Significant Difference test in our case).

All statistics calculations were done at $\alpha = 0.05$ significance level. For more details about statistical tests, please refer to [16].

III. RESULTS AND DISCUSSION

A. Comparison of visual and teleoperated steering

The analysis was performed on the results of steering tasks where test subjects had to steer the robot from initial to final position and orientation using both visual feedback and teleoperation. Summary of obtained results are presented in Fig. 7. They show that steering tasks were completed, on average, 20% slower in teleoperation, as well as that positioning error was almost doubled in teleoperation (per individual setup). However, both for T1 and T2, considering time of completion there is no statistically significant difference between the setups, according to Kruskal-Wallis test. This is a bit surprising, but might be due to relatively simple tasks which required short amount of time. Similar results were obtained for positioning error (Euclidean distance from the desired position to the measured position). The two-sample t-test was used to test if means of visual and teleoperation controls (for all three dependent variables) were different with
statistical significance. Tests for all the setups, after applying Bonferroni correction for multiple comparisons, showed that samples do not differ, which might suggest that either tasks were relatively simple so differences did not emerge or that operators’ situational awareness was good in both cases. However, when considering positioning errors along $x$ and $y$ axes separately, the two-sample $t$-test significant difference was observed only for steering wheel with depth test setup and only along $y$ axis ($p = 0.0343$ after applying Bonferroni correction), but not along $x$ axis. We believe this might be due to test setup configuration (i.e. distances between start and goal point in $x$ and $y$ direction), but further testing is required.

Considering number of collisions, a very low number of such events occurred, a total of 6 in T1 and 9 in T2. In T1 number of collisions was almost equal for each of the setups, while in T2 8 out of 9 collisions occurred in setups with depth, which might suggest that users were distracted with additional information which was presented to them.

### B. Assessment of teleoperation steering setup

In third task (teleoperation in more demanding conditions), there was also no statistically significant differences between the setups, in time of completion, deviation from desired final position and absolute deviation from desired final orientation. Results obtained in this task are presented in Table II, which demonstrates that, on average, subjects that used steering wheel completed their task faster than subjects using gamepad.

### C. Search and rescue analysis

For search and rescue task, summarized results for all test setups are presented in Fig. 8. They demonstrate that for setup with steering wheel without depth information operators achieved less collisions (in total) than in other setups. However, no statistical significance was detected both for number of identified labels and for number of collisions (using Kruskal-Wallis test).

The maximum number of identified labels in this task was seven, while only one of the labels was not been found by any of the test subjects. The average number of identified labels per setup was 5.875 for gamepad, 5.25 for gamepad with depth, 4.875 for steering wheel and 4.5 for steering wheel with depth. The average number of identified labels across all setups was 5.125.

### D. Time delay

The time delay was measured for live camera feed and for depth feed. The summary of delay data, which was recorded with a resolution of up to 1 ns, is shown in Table III. From the table it can be seen than latency was on average similar across all test conditions.

### IV. CONCLUSIONS

In the paper, the impact of user interface elements on teleoperation of mobile robot was studied with two control interfaces and two GUIs for a total of four setups. The experiment was designed as a between-subject user study in which a subject had to complete three steering tasks and a search and rescue task. Obtained results showed, as was expected, that all performance parameters were better for visual feedback control than for teleoperation mode (regardless of used setup). It was also observed that although various parameters degraded for teleoperation setups in most cases they did not have statistically significant difference, which was
TABLE II
RESULTS OF TELEOPERATION TASK IN T3

<table>
<thead>
<tr>
<th>Setup</th>
<th>Time of compl.</th>
<th>Pos. error</th>
<th>Orient. error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \mu ) [( \sigma )]</td>
<td>( \mu ) [( \sigma )]</td>
<td>( \mu ) [( \sigma )]</td>
</tr>
<tr>
<td>Gamepad + GUI without depth</td>
<td>96.55</td>
<td>22.1</td>
<td>171.73</td>
</tr>
<tr>
<td>Gamepad + GUI with depth</td>
<td>106.50</td>
<td>22.27</td>
<td>138.43</td>
</tr>
<tr>
<td>Wheel + GUI without depth</td>
<td>92.10</td>
<td>30.02</td>
<td>138.65</td>
</tr>
<tr>
<td>Wheel + GUI with depth</td>
<td>92.94</td>
<td>16.32</td>
<td>172.56</td>
</tr>
<tr>
<td><strong>TOTAL (mean)</strong></td>
<td><strong>97.02</strong></td>
<td><strong>22.8</strong></td>
<td><strong>155.34</strong></td>
</tr>
</tbody>
</table>

TABLE III
TIME DELAY (IN SECONDS)

<table>
<thead>
<tr>
<th>Setup</th>
<th>Live image</th>
<th>Depth</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \mu )</td>
<td>( \sigma )</td>
</tr>
<tr>
<td>Gamepad + GUI without depth</td>
<td>0.0440</td>
<td>0.1700</td>
</tr>
<tr>
<td>Gamepad + GUI with depth</td>
<td>0.0432</td>
<td>0.1600</td>
</tr>
<tr>
<td>Wheel + GUI without depth</td>
<td>0.0445</td>
<td>0.1652</td>
</tr>
<tr>
<td>Wheel + GUI with depth</td>
<td>0.0455</td>
<td>0.2016</td>
</tr>
<tr>
<td><strong>TOTAL (mean)</strong></td>
<td><strong>0.0443</strong></td>
<td><strong>0.1753</strong></td>
</tr>
</tbody>
</table>
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